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COMPLEXITY AND THE SOCIAL SCIENCES*
Por Richard E. Lee

There is nothing new in the realization that theiaoworld is complex. Indeed, one of the
primary considerations of social analysts has baad,in fact remains, whether or not it
might be possible, or even advantageous, to siyngiift complexity. All the same, over
the past 150 years much social science work hal wéh procedures with this end in
view. However, although the concern with complexithether reducible or not, is not
new, the emergence of complexity studies in therga@s and mathematics does, | shall
argue, cast new light on the question.

The end of the third great world conflict of moddimes in 1945 was marked by
conjunctural fluctuations of the processes reprodudhe long-term structures of the
modern world in the realms of production and disttion and coercion and decision-
making. These were manifested as a Kondratieff Asptof world economic expansion and
the beginning of the period of U.S. hegemony initilerstate system. However, today we
are living through a period characterized in theneenic arena by a world-scale crisis of
capital accumulation and in the geopolitical arehg intractable difficulties in
reestablishing medium-term stability that all irations suggest are long-term, rather than
cyclical, in nature.

In the third great realm of system processes catdative with the economic and the
geopolitical in reproducing the structures of thedern world, that of the structures of
knowledge or the arena of cognition and intentibypalhe existence of a long-term crisis,
not just a medium-term, conjunctural adjustmentabo®e observable after the upheavals of
1968. Indeed, today the processes reproducingihetiwes of knowledge are just as much
in crisis as economic and geopolitical processeggesting that this is a single, secular

crisis of the constitutive social relations of thedern world-system and that we are living
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through a transition leading to their transformati@ee Hopkins and Wallerstein et al.
1996). This seems to me the most basic considardtmn which social analysis must
begin today and it is from this starting point thatill examine the relationship between
complexity studies and the social sciences.

In the simplest terms, by the structures of knogéetimean those patterns of what can
and cannot be thought that determine what actiansaad cannot be deemed feasible in the
material world. These structures of knowledge ef todern world, which emerged along
with the axial division of labor and the interstatgstem during the transition from
feudalism to capitalism in the long-sixteenth ceypt@are unique in human history in that
they admitted as legitimate two ways of knowindghea than just one. Those two ways of
knowing were premised on a differentiation and ssjpan between "truth" and "values”
and were eventually institutionalized as a hierngalhseparation between the "sciences"
and the "humanities”. The medieval structures awedge recognized diverse fields or
subject-matters, yes (rhetoric was obviously natoasmy), but not differing bodies of
knowledge based on contradictory visions of the way world worked, which would
become the norm. The mechanisms, such as theisktabht of double entry bookkeeping
and the renewal of the authority of the principletle excluded middle, were clearly
articulated with the political and economic develgmts we generally consider the
markers of the transition: the rise in the statimerchants and the legitimation of profit-
making (the virtu of the balance in the “bottomelipand the transformation of the basic
political entities of “realms” based on “parcellizeovereignty” into “states” with borders.

The long-term trend deepening this structure undetwtwo great conjunctural
adjustments or "logistics" analogous to the wave®xpansion and contraction in the
economic arena and the cycles of relative concemtraf power in the geopolitical realm
(see Lee 2003a): first, the seventeenth-century tbl@an synthesis between Baconian
induction and empiricism and Cartesian deductiod &ationalism, which created the
foundation for the dominant theoretical approached methodological practices in the
sciences and led to the solidification of the safian of the sciences from the humanities;
and second, the late nineteenth-century creatidheotocial sciences, situated in between
the sciences and the humanities. The putativelyerakutral social sciences, which seemed

to offer the possibility of a “scientific” or nonalue-oriented policy-making process in the



service of “progress”, came to occupy a tensiorrgdrh space in the wake of the
irresolvable contest between the equally valuedadmit mutually exclusive, positions
taken by conservatives and radicals in the hunemniin the political future of the world
following the French Revolution. The political ceqggiences of this medium-term solution
was the “scientific” legitimation of the hierarchigplacement of groups on a racialized and
gendered world division of labor and the rise of tthew liberalism” effectively
eliminating clear alternatives.

Thus, this division of labor found on one side tlaetual, universal, positivistic,
empirical, objective, fact-producing, and quaniiatdisciplines of the sciences engaged in
explaining order in a world where past determingatedictable future via universal laws.
On the other side was to be found the particulari$or instance, with regard to social
contexts, locales, or time frames), chaotic, valtented, and qualitative disciplines of the
humanities where scholars dealt with an unpredietabd relativistic world of free human
agency. In their continuing quest for legitimadye tsocial science disciplines continued
after 1945 to be torn between the scientism, irhibeory and method, of economics
(econometrics), sociology (structural-functionaljsmand political science (behaviorism)
and the more narrative bent of history and antHogpo Although all the disciplines
exhibited to some extent both tendencies, sciendisemed to be gaining throughout, even
in history and anthropology. Similarly, even thenfauities, in their effort to retain a
credible voice, sought to echo the decontextuatizatatemporality, and presumptive
objectivity of the sciences. Twentieth-century “nessiticism,” for instance, rebelled
against the romantic exaltation of the poem as feeateon of the personality of an
exceptional individual (the so-called intentionalldcy) or the impresssionistic record of
interior experience (the so-called affective faflaclt tacitly privileged the individual
creator and separated him (sic!) from the uniqyeadpthe text (conceived as a repository
of meaning), to be interpreted using such appraaabéclose reading.”

The tensions have remained apparent in the epittgal debates over reductionism
versus holism, structure or determinism versus @gesr freedom, and order versus
disorder—each antinomy manifesting the divisionmeein the sciences and the humanities.
However, just as the acceptance of this structmd,its hierarchy, as natural and beyond

guestion reached its peak in the post-1945 pesand, like the axial division of labor and



the interstate system, it became global in exigithin the sciences were appearing voices
that diverged from the standard positivistic, atialynodel in the direction of an organic,
relational model.

Over the two decades after 1945, an ensemble ofapgnoaches to scientific inquiry
gained ground in opposition, especially, to thgmaig positivism and reductionism. In one
way or another these new approaches were concesedppropriate to the study of
"systems that are intrinsically complex”, as Rosshi®y noted (1991[1958]: 249).
Organized complexity, the middle ground Warren Weayl1948) posited between
simplicity (the problems of classical physics wighv variables, the realm of necessity) and
disorganized complexity (problems with many varsbhmenable to statistical description
where chance holds sway), had proven particuladistant to the analytic method, that is,
to the development of mathematical models or eqnatexpressing general laws in which
all contributing causal factors appeared as vamblhe issues involved were addressed
by, among others, the elaboration of General Sy3teeory (GST) and Cybernetics.

Exemplary in the work of Ludwig von Bertalanffy,Bet domain of GST may be
specified as those general aspects, correspondandesomorphisms or rigorous analogies
that are common to systems in general. GST cutsacudisciplinary, cultural, and
ideological lines. It tended to negate the nomathdtographic or quantitative-qualitative
divide and was "apt to bridge the opposition of .Chow's Two Cultures™ (von
Bertalanffly 1968: xxiii) of the sciences and thentanities. In the living world, and the
more so in the human world, there were no appaesiogues of the laws of motion. Thus,
this scientific reorientation called for inquiry tin questions of organization and
configurational wholes, those "wholes" that had nbsbunned as metaphysical by the
logical positivists, over the analytic, mechanistiod summative causality of classical
science and its primary units of discrete elementsvents.

During the same post-war period in the social ssgena mode of inquiry, theorized as
structural-functionalism and operationalized thitouguantitative techniques and survey

data, progressively came to define macro sociataret. This was the heyday of
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General Systems Research with Kenneth Boulding (an economist), Ralph Ger@rghysiologist), and Anatol
Rapoport (a mathematical biologist).



"modernization theory". Modernization theory expes, within the structures of
knowledge, the conjunctural context of the worlcdremmy and geopolitics: the real
concern for large-scale inequalities during the #atieff expansion and the search for
cold-war allies to bolster (or contest) U.S. hegemd-rom the beginning the foundation
was in "systems analysis”, but the methodology w@sparative, necessitating multiple
units, and the goal was to explain (and therebylymm@medies for) differential
development on a world scale. GST provided theieixgtamework for conceptualizing
social structures and institutions as performingcfions in systems where a "society" was
a self-sufficient social system. But "societies'revaltimately associated with the state and
time was conceived as a function of autonomousesgisiate units positioned at different
points on a putatively single developmental traject(“horizontal history”). Finally,
intentional action modifying social structures wasstulated as a primary mechanism of
change and "progress.”

At various points in the work of von Bertalanffyofn the 1940s through the 1960s are
to be found statements indicative of how applyin@TGo the "sciences of man" at the
macro level could result in a transformed vision safch inquiry. For instance, von
Bertalanffy wrote that "[h]istory is not a procdssan amorphous humanity, or in Homo
sapiens as a zoological species. Rather it is boynentities or great systems, called high
cultures or civilizations ... each presenting & sbilife cycle" (1968: 200). This reflection
included the world of contemporary social relatiortde also noted the level of
technological development and the planetary extéribur civilization ... which explode
the cyclic scheme of history and seem to placeobtlization at a different level from
previous ones" (1968: 204). The consequence, ofsepus that "our civilization"—the
modern world-system, if | might editorialize—was tnamenable to explanation via
comparative analysis, but rather would have taéatéd as a system comprising a singular
and unique unit of analysis.

Cybernetics derives its name from the Greek wond steersman and thus means
something on the order of the art of steering. @ybtécs as it first developed from the
1940s belied an engineering approach and was plariie concerned with technological
systems (homeostasis or equilibrium maintenanceyhicth negative feedback loops and

circular causality figured prominently. Writing frothe perspective of what would come to



be called first-order cybernetics, Norbert Wienati@pated a fundamental concern. He
noted that “[a]ll the great successes in precignse have been made in fields where there
is a certain high degree of isolation of the pheaoom from the observer. ... It is in the
social sciences that the coupling between the sedephenomenon and the observer is
hardest to minimize” (1948: 162-63). The term, setorder cybernetics was invented by
Heinz von Foerster in the early 1970s. The fieldlsigrimarily with living systems and,
unlike first-order cybernetics, explicitly includeke observer and considers a series of
"self"-prefixed characteristics (self-organizatieelf-steering, self-reference, autocatalysis,
autopoiesis).

But these have not been easy roads. In matteggptitation, Anatol Rapoport, an early
protagonist of GST, has been concerned with théogapon of systems approaches in the
management of military organizations and in comsgtvork where the goal was corporate
profit-making (1998: 16). Felix Geyer has articaeththe larger question:

the more realistic—and therefore less parsimonicaigheory, the more complex it
becomes, and the more difficult to test the hypstseand subhypotheses derived from it
which are used in collecting and interpreting tlaad ... For the time being, sociology
should perhaps ... force itself to give up the arohitio make accurate medium- and long-
term predictions, except in delimited areas of aed® where complexity is still manageable
or can be more or less contained (1995: 28).

This statement alludes to both a boundary probledcita the ultimate ambition of the
social sciences, prediction. On the one hand, st hecome clear that defining a set of
interactions for which the external context candmored (in the sense of having negligible
impact) is extremely problematic. On the other hamdrk in contemporary complexity
studies (see Lee 1992) shows that prediction itsgébssible for only a subset of systems
studied even in the natural sciences, and then wmder certain, limited circumstances—
much less for the world of human interactions.

At the very moment of the worldwide triumph of tNewtonian worldview, that is of a
deterministic world of natural laws based on tireeersible dynamics, a new knowledge
movement that would challenge its premises begatake root. This movement, which
eventually came to be known as complexity studiess an outgrowth of the internal

advance of science itself. Paul Davies (1989) Hemacterized contemporary scientific



research as falling into three categories—at thatiers of the very large, the very small,
and the very complex. This new appreciation of dexipy, foreseen by Warren Weaver,
dealing with the universal features of complex eys, irrespective of the peculiar aspects
of the different systems, is especially marked widgard to humanly perceivable
macrosystems.

Although there is no consensus on the exact measfifigpmplexity,” during the last
four decades it has become increasingly apparanthlere exist complex phenomena that
arise from very simple mechanisms (Aida et al. 198&tan et al. 1985; Cowan, Pines &
Meltzer 1994; Peliti & Vulpiani 1988; Stein 1989; dllrop 1992; Lee 1992). The
rethinking that we are witnessing today, which lgaswn out of concrete research in
complex systems, represents a synthetic approacphpmsed to a reductionist one; indeed,
a science of complexity holds out the possibility representing change—that is,
“describing our collective reality as a process™thaut reverting to reductionism (Casti
1994: 273). It marks a shift away from the Newtonreorldview emphasizing equilibrium
and certainty and defining causality as the coestsassociation of antecedent conditions
and subsequent events amenable to experimentalatemh and hypothesis testing.4

The field, which also involves strong cross-disaigtity (e.g., Cutright 2001; Goertzel
1994; Kiel and Elliot 1996) and the effort to indlu“intractable” problems (Pagels 1988;
Stein 1989), exploded in the late 1970s, especa#thr the first conference devoted to the
subject of “chaos” in 1977 (Gleick 1987: 184). Adpwith the creation of new journals
(including Complexity, founded in 1995) and schiylaassociations, PhD programs,
subfields, and even new university departmentsetiave also been major extramural
institutional ventures devoted to the study of ctamity. One such has been the Santa Fe
Institute where, according to Murray Gell-Mann, thien was to create a new kind of
institution “free from the drag exerted by past gakzation and the tyranny of the
departments” by recruiting “Odysseans,” those tigtl souls” who find themselves in the
middle between the Apollonians tending “to favogity rationality, and analysis” and the

Dionysians, who “go in more for intuition, feelingnd synthesis” (1988: 14, 12).

* In 1986, Sir James Lighthill, President of theemfational Union of Theoretical and Applied Mechusni
apologized on behalf of “practitioners of mechanics. for having misled the general educated ubi
spreading ideas about the determinism of systetisfysag Newton’s laws of motion [implying complete
predictability] that, after 1960, were to be prowedorrect” (1986: 38).



It has generally been argued, first, that compjeistlinked to nonlinearity. Second,
work in the expanding field of complexity, espelgiabf chaos, or seemingly random
behavior that displays an underlying order—ordechaos (strange attractors); order-out-
of-chaos (self-organization, dissipative structyresnd visual representation of
pathological functions and natural forms exhibitimpninteger dimensions (fractal
geometry)—either constitutes an implicit call forr@appraisal of the assumptions of
classical science or actively undertakes a recdoakpation of the objects of study,
methods of analysis, and goals of inquiry long taet@ granted as constituting “scientific”
practice.

Although all developments were not equally sucegssfs evidenced by the history of
catastrophe theory, what did turn out to have enasmwesonance in the long run, in terms
of extensive theoretical pertinence and broad anéapplication, was the study of chaos.
The recognition of the existence of chaotic behagihibited by nonlinear systems flew in
the face of Laplacian predictability. As these sgsd evolve over time, they rapidly
magnify small perturbations and are thus highlysge® to small changes in initial
conditions. Despite this, there remains evidenceamfembedded order underlying the
seemingly random evolution of certain dynamicateys. A breakthrough came with the
discovery of “strange attractors,” beginning witle identification of the elegant “butterfly”
attractor of Edward Lorenz. By accident, Lorenz hdidcovered in his rudimentary
computer simulations of the weather in the earlg0that his simple system diverged
dramatically from arbitrarily close initial condiis rather than maintaining approximately
the same behavior when starting from approximatiedy same points. The mathematical
system Lorenz studied, three equations in threéahas, visualized by plotting each
iterative solution set graphically in phase spaesther converged to a single point or
steady state nor a periodic loop or continual rigpet His system was infinitely complex
and nonperiodic; it never passed through any sipglet more than once (Lorenz 1963a,
1963b, 1964). Unaware of Lorenz’s work, in 1971 idaRuelle and Floris Takens (1971)
invented the term “strange’ attractor” to descrdaech phase-space portraits of the stable

but nonperiodic behavior of a dynamical systemniYéen Li and James A. Yorke (1975)

F'(x
first defined “chaotic” as describing a nonperioLic ( )} sequence in 1975.



The development of what came to be loosely knowohass theory on so many fronts
opened up the possibility of applying deterministiodels, formerly restricted to the
“closed universe” of “completely predictable sysgghrather than stochastic models, to
certain systems that behave randomly. Such randesnoécourse, leaves open a place for
chance and therefore creativity and change. Butatural systems, not all theoretically
possible states turned out to be realizable. Omiyes those that lie on the strange attractor
of such systems, will actually appear in naturar lizkeland has called this an “admirable
and subtle mix of chance and necessity” (1998123,15).

Doyne Farmer and Norman Packard asserted thatndw Wwave science” addressed
guestions that “cry out for synthesis rather thestuction” (Farmer et al. 1986: viii), where
research on systems involving at least two timdescs based on simulation and cuts
across disciplinary lines. This was no longer astjoa of one problem, one answer but of
following the evolution of an existing system ottsg up a model, watching it evolve, and
observing changes in its development as pertunh&twe introduced. Such simulation is
computation-intensive, and paper and pencil weegjaate only where linear systems were
involved. None of this new work would have beengtds without high-speed computing.
According to Ivar Ekeland, the computer “revealdhle mathematician the phenomena to
study and the mathematician exposes the limitshef computer. . . . The power of
calculation available to men from now on is chaggdimeir universe. It is transforming their
environment, it is transforming their societiesjsittransforming them, it is transforming
their science. Chaos theory is a beginning, nogradi (1998: 18, 21). Indeed, it might be
argued that among the unanticipated consequendbs gjualitative changes we have seen
in recent times, speed of computation, for instant@y be one of those parameters, which
by surpassing a threshold (analogous to a changeahinput resulting in water passing
from a solid to a liquid state), has contributednitiating a transformation of the relational
structures of the modern world-system.

Although chaos, like complexity, found multiple mesgs (Gleick 1987: 306), a new
view of the world—of the nature of physical realitf change and predictability, and of
clear disciplinary boundaries among problem setsealkas research strategies—was being
born. “Hard” scientists were using mathematics énvrways and mathematicians seemed

almost to be doing experiments. With Mitchell Feigeaum’'s (1983) discovery of

10



universality in cascading bifurcations of certaiontinear systems, the mesoscale of
humanly perceivable phenomena gained a universatant that indicated that systems
from such varied fields as mathematics, populabimtogy, and fluid dynamics behaved

identically in one fundamental, and measurable,.way

In the classical quest for simplicity, it was thenhnear elements of the equations
describing system evolution that had to be fineskexligh linear approximations. Markus,
Mdiller, and Nicolis (1988), however, presented éngergence of nonlinearity as a unifying
principle in which universalities in a variety open, self-organizing systems (that export
entropy into their environment) offered a commomglaage to chemists, biologists,
ecologists, physicists, mathematicians, and medicedors. Drawing on an immense body
of work by llya Prigogine (which won him the NobBkize) and carried on with his
colleagues in Austin and Brussels where complekig been understood in terms of
system “behavior” rather than of system interai{Micolis & Prigogine 1989), Prigogine
and Isabelle Stengers (1984) presented chaos nibteaspposite but as the source and
confederate of order. They considered that a cdonagpransformation of science was
taking place. This transformation was growing oudt tbe challenge to Newtonian
mechanics associated with contemporary researchthémmodynamics focusing on
nonlinearity (instability, fluctuations, order-oaf-chaos) and the irreversibility of the
evolution of far-from-equilibrium, open systems, adhcterized by self-orga-nizing
processes and dissipative structures.

Bénoit Mandelbrot (1983) has shown how “the samghqgdagical structures that the
mathematicians invented to break loose from 19theog naturalism turn out to be
inherent in familiar objects all around us” (Manutelt 1983: 3—4). His fractal geometry
describes shapes that fit somewhere between thkd&am categories of points, lines,
planes, and solids. Although when compared with dhdered mathematical world of
Newton and Descartes, the world of Cantor’'s setsRaano’s space-filling curves were a
wrenching affront to commonsense; but indeed, theéeniable aesthetic appeal of these
self-similar structures with

noninteger dimensions is due to the fact that timesiecal world is made up of them.
Examples include Mandelbrot's now classic desaiptof the coastline of Britain that

increased in measured length as the length of #resuaring tool decreased, and pulmonary
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and vascular systems whose volumes were found tmdskequate to hold their known
contents. Fractals have also been associated Wwéhge attractors and representations of
the temporal evolution of real-world systems. ThHaquity of fractals expresses the
particular combination of order and disorder chamastic of complexity studies in general
and has furnished a powerful and stimulating newdenaf description refocusing attention
on the whole and challenging reductionism.

Implicit in complexity research is a call for a oaceptualization of time itself, an
undoing of the perspective of classical sciencesculeed as follows by Prigogine and
Stengers: “The integration of the laws of motioade to the trajectories that the particles
follow. . . . The basic characteristics of trajewss are lawfulness, determinism, and
reversibility. . . . The remarkable feature is tbate the forces are known, any single state
is sufficient to define the system completely, paty its future but also its past” (1984:
60). In the light of instability and chaos, and #ssociation of the arrow of time with order
as well as disorder, Prigogine and Dean Driebe haaiatained that the laws of nature now
express possibilities instead of certainties. Therao longer any contradiction between
dynamical and thermodynamical descriptions of raatéiar from being a measure of our
ignorance, entropy expresses a funda-mental propéthe physical world, the existence
of a broken time symmetry leading to a distinctimiween past and future that is both a
universal property of the nature we observe anceeequisite for the existence of life and
consciousness (1997: 222).

Such conclusions explicitly contradict the duabfydeterminism and probability in our
understanding of “life in the universe” expresserte again by Steven Weinberg (1994)
and the duality inherent in the introduction of gwecalled anthropic principle by Stephen
W. Hawking along with his association of time walhgeometrical cosmology (1988). But
Weinberg constructs the world from the bottom upnf simple laws, and contends,
echoing Ludwig Boltzman, that “thermodynamics hasrbexplained in terms of particles
and forces” (Rothman 1997: 28). For Prigogine,fendther hand, it is a top-down world:

In order to determine whether . . . coffee is agowpling] | cannot consider the water
molecules taken separately. If | do that | will see the aging process. But if | consider the
relationship between molecules | can then see quéarly that the coffee is aging. We

must view the encounters, the collisions and cati@is between molecules in order to see
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the flow of time. . . . This is the time of humanior the time of recollections and not the
time of human beings taken separately. The conaeptne is dependent on a collective
approach (Prigogine in Snell & Yevtushenko 1992:2%).

Of course, these views remain controversial. GelhN has contended that
irreversibility might be nothing more that an atf of “coarse graining,” or incomplete
information, that is, our own ignorance (1994). 4Tt certainly not true for Roger Penrose,
who would agree with Prigogine that it is the fum#mtal laws of physics as now
understood that inhibit our understanding. Evenr&a) however, like Hawking and
Weinberg, nurtures a worldview ultimately rootedime-symmetric theories. In the words
of Tony Rothman, “Weinberg [has] maintained thatlggophy had done science more
harm than good [and has] declared that, for thet pars, ‘the results of research in physics
. . . have no legitimate implications whatever titure or politics or philosophy’.”
Rothman reckons that “Prigogine sees himself as ocanterforce—perhaps the
counterforce—to Weinberg, Penrose, and HawkingtijR@an 1997: 29).

Prigogine, looking for the roots of time, “becameneinced that macroscopic
irreversibility was the manifestation of the randwss of probabilistic processes on a
microscopic scale. But what then was the origintro§ randomness?” (1996: 60). His
answer hinges on

a unified formulation of quantum theory incorpongti Poincaré resonances into a
statistical description and deriv[ing] diffusivernes that lie outside the range of quantum
mechanics in terms of wave functions . . . to aghi¢he transition from probability
amplitudes to probability proper without drawing any nondynamical assumptions. . . .
[T]he observer no longer plays any special rolee iieasurement device has to present a
broken time symmetry. For these systems, thergrsvdeged direction of time, exactly as
there is a privileged direction of time in our pEpton of nature. It is the common arrow of
time that is the necessary condition of our commation with the physical world; it is the
basis of our communication with our fellow humaimigs. (Prigogine 1996: 53-54)

The recognition that probability is more fundameritean trajectories implies what
Prigogine (1996) calls “the end of certainty,” atlte end of certainty in scientific
prediction connotes an open future of creativitg @hoice in natural systems and, as a

consequence, a vindication of freedom, agency cagativity in the development of social
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systems, but with particular significance in timascrisis or transition. Robert Shaw has
underlined the creative aspect of chaotic behaltidg, he notes, “completely ubiquitous in
the physical world.” Strange attractors transmittymbations from the microscale to the
macroscale: “The constant injection of new informratinto the macroscales may place
severe limits on our predictive ability, but it agll insures the constant variety and
richness of our experience” (1981: 107, 108).

Not only has a significant scientific subculture aafmplexity studies or “complexity
community” developed (Cowan, Pines & Meltzer 1994i), but also the abundance and
scope of popularizations attest to the wide resomamd cultural influence of these recent
developments. Now, there are those who argue tloaiels developed for the study of
complexity can be usefully, and directly, approgbfor the study of human reality. There
is a literature dedicated to such applications.éarportantly, the emphasis in complexity
studies—on contingency, context-dependency, maltiplzerlapping temporal and spatial
frameworks, and deterministic but unpredictableteays displaying an arrow-of-time—
suggests, as some scientists are beginning tdatrsdythe natural world as they now see it is
beginning to more closely resemble the social wardher than vice versa, as unstable,
complicated, and self-organizing, a world whosesen¢ is rooted in its past but whose
development is unpredictable and cannot be revefdesl vision of truth-values governed
by the law of the excluded middle that has under@ihenduring ideas of classical logic,
science, and common sense seems now to demanar@ukftion in order to conform, in
the language of complexity, to an image of posgjbibasins separated by fractal
boundaries. Herein lies the real impact on theadaciences.

The question remains, if complex behavior is noemable to explanation through
hypothesis testing and theory construction becausd systems, including now social
systems, albeit deterministic, are inherently udigtable, how can we proceed? Indeed,
the hypothesis testing mentioned earlier may bé gfathe contemporary epistemological
guandary. In fact, it is part of a framework oreshttowards the development of
explanations for particular phenomena and the géimations on which such explanations
rest. This framework includes the corollary thaterthe theory is known, outcomes of
specific interventions can be predicted and, tleesfsocial science knowledge can be

exploited in policy-making. This was the basis floe cross-national comparative research
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(the analogue of laboratory studies in the natsca@nces) on which modernization theory
depended. By the 1960s, the empirical failure of work called seriously into question its
theoretical and methodological underpinnings (netdentally, just as the world-economy
entered a period of contraction, U.S. hegemony cémean end, and the politics of
knowledge formation became an issue for anti-syistemvements).

One answer to how to proceed, at least as proposatatural systems, is simulation.
Simulations allow for the exploration of the paraems of possible, and thus also
impossible, future system evolution or behaviort Bhat of social reality and the social
sciences? Although there is some work being donsironlation in the human world, the
larger point, nonetheless, is that of individuatipgssible futures, or what Immanuel
Wallerstein has called “utopistics”(Wallerstein 89@&nd what llya Prigogine lamented as
his fear “of the lack of utopias” (2004 n.p.). Endlyisng an analogy between narrative and
simulation, social analysts may henceforth fe@riged by the developments in complexity
studies to make the shift from fabricating and fyerg theories to imagining and
evaluating the multiple possible con-sequenceswase interpretative accounts of human
reality and the actions they entail. Herein liesadternative for a unified historical social
science to the predictive, Newtonian model of dos@entific inquiry. It constitutes a
mode of constructing authoritative knowledge of kheman world, that is of engaging in
science, by producing defensible accounts and dusgenarios, without chasing the
chimera of predictability.

Contemporary events in our globally integrated @drhve shown that methods that
specify (often only implicitly) an exemplar and thendeavor to predict the impact of
interventions designed to move supposedly autonemoits towards some ideal state
perform poorly. This is what both scholars and @ebriented analysts are experiencing
today, to their dismay. All the same, large-scagutarities do persist over time and
particularistic "rich description”, or interpretivaccounts based on an understanding,
verstehen, of local value contexts, or resorting"ftoman creativity" or "free will"
explanations fail as well to capture the interedisess of structure and emergence.

An assessment of systems approaches uncovers enemhlparadox of social analysis:
"the accumulation of knowledge often leads to &zation of that knowledge both by the

social scientists and the objects of their reseamehich may change the validity of that
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knowledge" (Geyer 1995: 19). One reading of thith&t social knowledge is not universal,
but knowledge for specific times, today for our esn fitting nicely with findings in
complex systems research, and the realization thatan interactions constitute such a
complex, deterministic but unpredictable, systeracé¢sity and chance can no longer be
viewed as mutually exclusive options in social aesh.

The combination of the conviction that there israaf” world and that the future,
although it is “determined” by the past, is non&the unpredictable and the parallel
assaults on dualism (e.g., Barrow 1995; Prigogifi86) challenge the epistemological
status of the sciences as unique discoverers, ignardand purveyors of authoritative
knowledge, that is, truth, by redefining what itans to describe the evolution of natural
systems.5 Across the disciplines these argumenis bearepresented as a concern for
spatial-temporal wholes constituted of relationaucures representing the persisting
regularities normally associated with a "scientifgpproach on one hand and, on the other
hand, the phenomenological time of their reproductind change (the ineluctable reality
of the arrow-of-time) that captures the play ofamemensurable differences associated with
a "humanistic" approach. Difference, of courseolags values. We are thus presented
with a re-fusing of “is” (the realm of facts ancetgoal of science) and “ought” (the field of
values and the challenge of the humanities) inctivestruction of systematic knowledge of
human reality. Values no longer need be, must ngdo be, construed simply as a matter
of individual ethics or morality in the creation adithoritative knowledge of human reality,
but must hereafter be conceived as an integralqiaat historical social science. Thus, a
social science for our times, of necessity singutaust do two things: firstly, it must be
premised on the indissoluble unity of the regulesibf social relations, their structure, and
change, their history; secondly, it must recogiw the latter supposes the integration of
values as integral to inquiry, not simply as a eratif the personal inclination of the
analyst. The effect on such debates as those ovecentricism and the seemingly cross-

cutting roles of race, gender, and class may veeihiagined.

® llya Prigogine has argued that the “sciences atethe reflection of a static rationality to beisesd or
submitted to; they are furthering understandinghim same way as are human activities taken as &Who
(1988: 3). He goes so far as to state that “I belthat what we do today depends on our imageeofutture,
rather than the future depending on what we doyto@®rigogine in Snell & Yevtushenko 1992: 28).
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In this secular crisis of the structures of knowjedthe message for social scientists so
convincingly conveyed by research in complexitydgts (along with cultural studies in the
humanities and science studies in the social segruut that is another story) is that the
grand intellectual antinomies that have been thgesti of hot debate for so long—holism
versus reductionism, structure versus agency, metesm versus freedom, order versus
disorder, fact versus value—are dependent not gustcontradictory epistemological
positions, but more surely on a specific ontologiwwew of the world that can no longer be
taken for granted. We are not living the "new wastder" but a transition period of "new
world disorder”, a time of massive fluctuations fawm equilibrium in the language of
complexity studies. Change will not depend onlyoom normatively motivated action for
its initiation. During a period of wide fluctuatienn the constitutive processes of a system
driven far from equilibrium, including, | submit, aystem of social relations, small
fluctuations can have enormous impact even to ttiené of effecting total systemic
transformation—instabilities expanding possibiBtiethat is opportunities, by reducing
constraints. By the same token, the direction aihge will, as complexity studies show, be
exquisitely dependent on small fluctuations, fostamce, in the form of our value-laden
decisions and actions (see Lee 2001 and 2003b3.i3hot so much the simple return of
agency, but the manifestation of the fundamentdtiomship between agency and
structure—the indivisibility of chance and necessit

As | have argued elsewhere (Lee 2001/2) and asvtink rehearsed in the preceding
paragraphs | believe attests, the definition ohartative knowledge in terms of "who,
what, when, where, why" and the "view from nowheig"giving way. As organic
intellectuals all, we may (in truth, | would argwe must), without forsaking our dedication
to "science", turn our attention to "for whom, fewhat, for when, for where" and "from
whose point-of-view".

Complexity, then, has taken on new significanceskocial research. Developments in
complexity studies and, indeed, across the dismpli underscore the covert, long-term,
structural nature of the debates, including thasgemporary disputes that have come to be
known as the culture wars and the science warsL{se@004: 189-202; Santos 2003). The
con-sequences of these developments impinge direntlthe manner in which scholars

make claims for the legitimacy of their interpretas of social reality, and thus amount to
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overturning the dominant model shaping our undedstey of the human world. There is
no way, however, that we can know if the transfaromaunderway at present, and in which
we will all play our part, will result in a more lsstantively rational human world. But
developments across the disciplines, of which cemwipy studies are a part and systems

approaches pioneers, at least hold out that ptissibi
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